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1 Introduction

Developing country trade growth can take place in four disi@ms: more trade in goods that existing
trading partners already exchange (the intensive mangitn@sduction of new product varieties (the new
products margin); an increase in the unit values of trademtigd@the quality margin); and creation of
trading relationships between new partners (the new markergin). While there is a vast literature
on the determinants of intensive margin trade growth (dgderson and Van Wincoop, 2003), and
an emerging body of work on the new products margin (e.g., iHals and Klenow, 2005; Broda and
Weinstein, 2006) and the quality margin (Schott, 2004; ®aidand Harrigan, 2007), there is almost
no empirical work on the new markets margin. Yet recent figdisuggests that geographical export
diversification—or growth at the new markets margin—can toéngortant mechanism through which
developing countries can become more integrated in thedwitatling system. For example, Evenett
and Venables (2002) report that around 1/3 of developingttguwexport growth over the period 1970-
1997 was due to the export of "old" goods to new markets. Uaiddferent dataset and methodology,
Brenton and Newfarmer (2007) suggest that the proportionavaund 18% for the period 1995-2004.
Although Besedes and Prusa (2007) argue that intensiveamgngwth may actually be more important
than the extensive margin in a dynamic sense, Cadot et al7jZuggest that the relative importance
of the intensive and extensive margins depends on the eéxgarbuntry’s income level: the extensive
margin is generally more important for poorer countriemally, Amurgo-Pacheco and Pierola (2008)
find that in terms of the extensive margin itself, new markgtsvth dominates new products growth in

poorer countries.

This paper aims to fill the void that currently exists in raatto the determinants of trade growth at the
new markets margin by examining the impact of three setsavdfa: market size and development level
in the exporting country; international trade costs (dis& tariffs); and export costs (border formalities,
customs) in the exporting country. In line with the broadkerature on the determinants of trade growth,

| find evidence that the first set of factors impacts the newkatarmargin positively, but the remaining

LAn additional welfare argument in favor of a certain levelpodduct and market diversification could also be that risk
averse governments seek to take advantage of the covadbdemand shocks to obtain a minimally volatile export paditf
for a given level of return. However, development of thisckif framework is outside the scope of the present paper. See
Brainard and Cooper (1968).



factors have a negative impact. These results are highlystab alternative specifications, estimation via
instrumental variable techniques, and (geographicat)differencing. In the case of export costs, there is
evidence that the magnitude of this negative impact is g&pm poorer countries. Moreover, both export
costs and transport costs have stronger impacts in momerditiated sectors. In policy terms, these
results are therefore of particular relevance to lowerime@ountries engaged in industrialization, i.e., a

shift towards differentiated manufactured goods, and dway homogeneous agricultural products.

What is the economic intuition behind these results? Firterogeneity and market-specific trade costs
provide a powerful explanation for why countries export g@to some countries but not others. Only
a relatively small proportion of firms in an economy exporid dhe set of foreign markets they enter is
based on the costs of doing so. Only the most productive fiem&ater the most costly (least accessible)
foreign markets. The existence of a bilateral trading ietesthip at the country level therefore depends
on whether or not there is at least one firm with sufficientighhproductivity (low marginal cost) to
export profitably to the foreign market. Factors that sthi& equilibrium cost cutoff for a given country
pair upwards can thereby increase the probability thatdyéé trade is observed between that country
pair. This is the process of trade growth at the new marketgiméhat is central to this paper. Theory
suggests that the range of factors that can shift cost sutafjht include trade costs, market size, and

technology. | find support for these predictions in the data.

This paper’s results complement those of Evenett and VesdBD02), and Eaton et al. (2005), the two
main previous contributions to deal explicitly with tradewth at the new markets margirEvenett and

Venables (2002) examine the export growth of 23 developmgtries to 93 foreign markets over the
period 1970-1997. They work at the 3 digit level of the SIT&sslification. Conducting logit regressions
separately for each 3 digit product, they find that the prdibalof exporting to a given destination

is generally decreasing in distance, but increasing in etaske. Exporting to proximate markets is
found to be a significant predictor of geographical diveraifbn, which Evenett and Venables (2002)

argue could be consistent with learning effects. They afsbgome evidence that a common border and

2The sample selection gravity model developed by Helpmah €2808) allows for trade expansion at the new markets
and new products margins, in addition to the intensive nmargiowever, the authors’ empirical work does not distinguis
between the first two effects, and therefore does not malasgiple to examine whether particular factors impact orteer
other margin more strongly. The same is true of the Tobit rhosied by Amurgo-Pacheco and Pierola (2008). Besedes and
Prusa (2007) focus on the duration of trading relationshipson geographical diversification as such.



common language increase the probability of observingtfada given country dyad.

Eaton et al. (2005) use a database of French firms to analgaeterminants of export behavior. They
find that bigger firms (i.e., those with higher levels of sateBrance) tend to export to a larger number
of foreign markets. However, they do not directly examireeémpirical impact of policy-related factors

such as trade costs.

The paper proceeds as follows. In the next section, | seheutypotheses to be tested in the remainder
of the paper, and motivate them by reference to recent ttieargork. Section 3 presents the dataset,
empirical model, and results. Section 4 concludes, andigs&s some directions for future research in

this area.

2 Theoretical Motivation

This section motivates the empirical work in the remaindehe paper by relating it to a class of trade
models with heterogeneous firms and market specific trads.clbdo not set out a full model, but rely

instead on existing theoretical results due to Helpman.e{(2008). The comparative statics of their
model’s equilibrium suggest that trade expansion at the markets margin should depend on fixed
and variable trade costs, the size of the exporting coumntrgime market, and the exporting country’s
technology level. In the remainder of this section, | depelre intuition behind these results, which |

demonstrate more formally in the Appendix.

The model in Helpman et al. (2008) postulates a world @ountries. ldentical consumers in each
country have Dixit-Stiglitz preferences over a continuumaarieties with elasticity of substitutionn On

the production side, each firm produces a unit of its distaciety using inputs costingja, wherec;

is a country-level index of factor prices, aads an inverse measure of firm productivity. Since higher
cj means a more expensive input bundle, it can be seen as asérnmelex of country productivity. In
addition to standard iceberg costs affecting exports from country to countryi, firms must also pay

a fixed cost; fj; associated with each bilateral route. When selling in theektic marketrj; = 1 and

fjj =0.



Firms are heterogeneous in terms of productivity, witirawn randomly from a truncated Pareto distri-
bution with supporfa, ,an]. As in Melitz (2003), selection into export markets is basagroductivity:
only those firms with sufficiently high productivity (loa) can overcome the zero profit threshaigl
associated with exporting from countjyto countryi. In light of the multi-country nature of the model,
however, the outcome of this process is more complex thanelitd2003). Instead of selecting into
just two groups, firms select into export and non-export gsowith respect to each foreign market. The
zero profit thresholds for all (J— 1) bilateral relationships can be used to define theViedf foreign

markets entered by at least one firm from country

Mj={aj|aj>a} (1)

Assume that if a firm’s marginal cost draais less tharay; then it enters all other markets M; with

aj > a;.2 Then it follows thatV; is coterminous with the set of markets to which non-zero exffmws
from j can be observed in aggregate trade data. Changdds lomought about by changes in any of the
full set of a;;'s therefore equate to the kind of trade growth at the new atarknargin—or geographical

export diversification—that can be observed in aggregatketdata.

Using results in Helpman et al. (2008), it can be shown (segeAgdix) that the following comparative

statics hold in equilibrium:

3;::;<0 (2)
3;?:;<0 (3)
%w (4)
(z%jj>0 (5)

Thus, the export cost cutoff falls as fixed and variable trems rise, but increases in line with home

3Although this mechanism is intuitively appealing, Eatorakt (2005) find only relatively weak support for it among
French exporting firms. A recent paper by Lawless and Wh&@a8) reports similar difficulties using Irish data. Theoaill
be many possible explanations for these findings, inclutliegexistence of firm-specific trade costs that would be stersi
with departures from the strict market ordering postuldtedt. However, an expansion of the canonical heterogeffiemss
model in this direction is outside the scope of this paper.



GDP and technolog;(cij). Given the link between changes in thg's and shifts in the membership
of Mj, these comparative statics suggest that geographicabkdivation of exports should similarly be
decreasing in fixed and variable trade costs, but increasingme market size and technology. In the

remainder of the paper, | take these predictions to the data.

3 Empirics

My empirical strategy is straightforward, and relies onssrgectional and cross-country variation in the
data to identify the impacts of trade costs, market size,dawdlopment level on geographical export
diversification. Given the importance of geographical ekpoversification from a development point
of view, | limit the sample to developing countries, definedadl countries except those in the World
Bank’s high income grouf.As an observable proxy for the number of elementljn(the set of export
markets entered by at least one firm from coundy use a count of the number of foreign markets to
which a given country has non-zero exportxport markets are counted at the HS 2-digit level to allow
for possible cross-sectoral variation in the impact oféradsts and other facto?sSince the dependent
variable is count data, my empirical work is based on a Paissodel with sectoral fixed effects. | find
that trade costs have a consistently negative and sigrificguact on geographical export diversification,
while the size and development level of the home economytiziadt in the opposite direction. These
results are highly robust to alternative specificationsluiding the use of data on import procedures and
time as instruments for export costs, and transformatidghefmodel into (geographical) first differences

to eliminate the sectoral fixed effects.

4In the context of robustness checks, | show that my main tesohtinue to hold when the country sample is varied.
Importantly, excluding high income countries makes it kelly that the results reported here are being driven by pétre
trade, since Hong Kong and Singapore are excluded from thaliha estimation sample.

5In additional results, available on request, | show thatphger’s conclusions are not affected by excluding very kmal
trade flows that might be subject to excessive statisticaeno

81n additional results, available on request, | show thattyeer’s results in terms of coefficient signs continue talil
the data are aggregated across all sectors to yield onevaliserper exporting country. Given the greatly reducedgam
size, however, export costs and tariffs are not statiggicadinificant in the aggregate formulation. | present digagated
results here so as to facilitate the examination of crostesa heterogeneity (see below), and because one of tepémtient
variables of interest (tariffs) varies at the sectoral leve



3.1 Data

Data and sources are set out in full in Table 1, and desceigtitistics are in Table 2. Many of the data
come from standard sources and do not require any partidisiemssion. However, two aspects are more
novel and are discussed in detail here: export market coamdisdirect measures of the cost of exporting.
Due to limited availability of trade cost data, the analysises place using data for a single year only

(2005)7

First, | define
J
ij}Mi}IZ'(@j) (6)

wherel (ajj) is an indicator returning unity i&; > a_, else zero. The variable; is thus a count of
the number of markets to which exports frgnare observed. | then operationaliag in terms of its
empirical counterpanmns, which varies by exporteef and sectorg). To do this, | use the BACI trade
data included in CEPII's Market Access Map (MAcMap) databesproduce counts of the number of
export markets served by each country in each 2-digit H®seBACI is based on standard UN Comtrade
data at the 6 digit HS level. The main difference for presemppses is that BACI uses a harmonization
methodology to reconcile mirror flows, thereby providingmrmoomplete geographical coverage than if
only a single direction of Comtrade statistics were to beluBACI’s approach to harmonization consists
of computing a weighted average of mirror flows based on amastd quality indicator for export and
import declarations in each country. The methodology isosktin detail in Gaulier et al. (2007). It
is advantageous to use import and export flows jointly in Way to produce measures of geographical
export diversification because relying on just one set ofgloauld result in significant bias due to poor

reporting practices in some countries.

Trade costs can cover numerous dimensions. Here, | focugea of the most important. As is common
in the gravity literature, | use international distance gw@xy for transport costs. Since data are by
exporter (not bilateral), | take the average distance oheaorter from the rest of the world. The

second dimension of trade costs captured here is effegtapglied tariffs (i.e., including preferences).

"Although the export cost data discussed below are now &laifar two years, they exhibit almost no temporal variation
at this stage. Combined with the limited availability ofdesdata for 2007 and 2008, this makes panel data estimagesible
for the time being. As new data become available, it wouldrtyebe desirable for future work to use panel data techrsique
to examine the robustness of the results reported here.



These are sourced from the MAcMap database for the year 20@4aggregated to the HS 2 digit level
using the reference groups methodology of Laborde et al0qR0 The essence of that aggregation
approach is to limit endogeneity concerns by weightingfseccording to the imports of a group of
similar countries (not the importer itself). MAcMap tasfinclude ad valorem and specific measures,
with the latter converted to ad valorem terms using the egieg group unit value. Again, | take the

simple average across the rest of the world to obtain a figuredch exporter.

In addition to applied tariffs, | also use new data from therM/@ank’s Doing Business database to
measure export costs. For the first time in 2006, the "Tradiagss Borders" component @oing
Business captures the total official cost for exporting a standamlizargo of goods ("Export Cost"),
excluding ocean transit and trade policy measures suchriffs.talThe four main components of the
costs that are captured are: costs related to the prepaEtdocuments required for trading, such as
a letter of credit, bill of lading, etc.; costs related to tin@nsportation of goods to the relevant sea
port; administrative costs related to customs clearaechnical controls, and inspections; and ports and
terminal handling charges. The indicator thus provideseduligross-section of information in relation
to a country’s approach to trade facilitation, and coveesnants of variable and fixed costs. The data
are collected from local freight forwarders, shipping 8neustoms brokers, and port officials, based on
a standard set of assumptions, including: the traded caagel$ in a 20ft full container load; the cargo
is valued at $20,000; and the goods do not require any spaujabsanitary, environmental, or safety
standards beyond what is required internationally. Thepert operations cost as little as $300-$400
in Tonga, China, Israel, Singapore, and UAE, whereas theyatunearly ten times that level in Gabon
and Tajikistan. On average, the cost is around $1278 peair@nt(excluding OECD and EU countries).
Closely relatedoing Business data on the time taken at export and import have been usedpirieah
work by Djankov et al. (forthcoming), who find that such deddave a significant negative impact on

bilateral trade.

3.2 Non-Parametric Results

Before moving to a fully-specified regression model, it isfusto take a first look at the interrelation-

ships in the data using non-parametric techniques. To do thise a multivariate Lowess smoother

8



(Royston and Cox, 200%)For ease of presentation, | do not use the sectorally disggtgd measure of
geographical diversificatiomes, but instead an aggregate count of the total number of foneigrkets to

which a given country exports in any sectoke(= 3 °Mes).

Figure 1 presents results using distance, tariffs, anddPBusiness export costs as proxies for trade costs,
GDP as a proxy for market size, and GDP per capita as a proxpéaexporting country’s development
level. Lowess smoothes provide clear evidence of a posaggeciation between the number of export
markets entered, and aggregate and per capita GDP. Thelsois &airly clear negative relationship
between tariffs and geographical export diversificatioests are less clear for the remaining trade cost
variables, however. The smoothes for export costs andngistexhibit an inverted U-shape, although
the curvature is quite weak and the peak occurs early enautiteisample that the dominant tendency
in both cases is negative. Thus, although non-parametribads provide some initial support for the
hypotheses developed above, it is clearly necessary tstigate the data in more detail before reaching

any strong conclusions.

3.3 Empirical Model, Estimation Results, and Robustness Checks

To proceed with the empirical analysis, it is assumed treahthmber of markets entered for each exporter-
sector combinationnes, can be adequately represented by a Poisson process. Blpigri@priate given
that me represents strictly non-negative integer count data. Teamand variance of that process are

equal toues, and its density conditional on a set of independent vag&Xis is given by:

exp(— Hes) Hea
Mes!

f(Mes [ Xes) = (7)

Based on the theoretical results discussed above, a refluredpecification for the conditional mean

8At each point in the sample space, Lowess runs a regresstbe dependent variable on the independent variables using
a subset (bandwidth = 0.8) of the available data. Obsemnafiorther away from the central point in each subsample are
downweighted. The smoothed plot is then constructed byrjgithe set of predicted values generated from the regmssio
For an economic application of a very similar methodologg bnbs and Wacziarg (2003).



function would be:

BiIn (exporte) + B2 In (diste) + BaIn (14 tes) + ...
Hes = OsEXP (8)
..+ Baln(gdpe) + BsIn (gdppce)

Export costs, distance, and tariffs capture the trade €astsl by exporters, while the exporting country’s
own GDP proxies the size of the home market. Per capita GDRdrexporting country is used as
a proxy for the country-wide technology parametgr Finally, the sector fixed effecid control for
unobservables that impact all exporters in a given sectibrdrsame way. An important example of such
a factor is worldwide demand by sector. The comparativécstptesented above suggest tBatS,, and

B3 should all be negative, whil@, and s should be positive.

Estimation of the fixed effects Poisson model in (7) and (&tiaightforward (Cameron and Trivedi,
2001). Results for the baseline specification appear imeoll of Table 3. All parameters carry the ex-
pected signs and have sensible magnitudes: export casce, and tariffs are all negatively associated
with the number of export markets entered, while the two GBRables exhibit a positive association.
In terms of absolute value elasticities, the strongeset@bt impacts come from (in descending order)
distance, tariffs, and then export costs. In terms of pragj=ll coefficients except tariffs are statistically

significant at the 10% level.

Thus far, the data tend to support the core contentions ®ptigper. Concretely, 1% reductions in interna-
tional transport costs, export costs, and importer tagifesassociated with increases of 0.3%, 0.2%, and
0.3% respectively in the number of export destinationsisedv One percent increases in aggregate and
per capita GDP are associated with increased geograplweasification of 0.4% and 0.1% respectively.
In the remainder of this section, a number of specificaticackh are applied to ensure that these results

are robust.

3.4 Additional Controls

One important aspect of model identification in this casenes éxclusion of additional country-level

variables that might be driving geographical export difeation. (The sector fixed effects take care of

10



all external influences at the sector level, which do not \yrgountry.) With this in mind, columns 3-5
of Table 3 include additional exporter control variablescblumn 2, | include the percentage of industry
in the exporting country’s total value added, and the gavermt effectiveness indicator from Kaufmann
et al. (2008). These variables are intended as proxies éoexporting country’s level of economic and
industrial development, both of which could impact geogiepl export diversification. As can be seen
from the table, estimated coefficients remain close in ntageiand sign to the baseline. There is some
loss of precision, however: distance is only 15% signifiganbb. = 0.133), while GDP per capita loses

significance at all conventional levels.

Columns 3 through 5 include (alternately) a number of adddl factors that have been found to be
relevant to trade growth in the gravity model literaturexqgaage dummies; colonization dummies; and
the exporting country’s geography (internal distance amdilocked status). The intuition is that hav-
ing an “international” language among a country’s officethduages may lessen the information costs
associated with export market entry, while colonial linkgyt result in beneficial market access or
long-standing supply arrangements that might boost tr&dwilarly, larger internal distances and being

landlocked result in higher trade and transit costs.

The coefficients on aggregate and per capita GDP are rdlatmehanged in magnitude and signifi-

cance with the addition of these controls. Only in the geplgyaegression does the coefficient on GDP
per capita lose significance. However, the coefficients enother variables undergo more substantial
changes. The trade cost variables continue to have negagine in all three regressions. In general,
though, the coefficient estimates lose precision. Noneefride costs variables are 10% significant in
the language model, while in the colony model only exportcase marginally significant at the 10%

level (prob. = 0.104). In the geography model, distance B Bignificant and export costs are 25%

significant.

The reason for this general loss in precision is that expmstscand distance are both relatively strongly
correlated with the new control variables. Although vacernflation factors are relatively low (less

than two for the language regression), they increase by 6p%o (distance) once language dummies are
added. Similarly, the correlation matrix of parameterraates indicates significant correlation between

trade costs and language, up to 60%.
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Column 6 takes an even more extreme approach to controbhingxporting country characteristics by
including country fixed effects. Since many of the varialdéprimary interest for this paper vary at the
country-level, | replace them with dummy variables set étuanity whenever the underlying variable
exceeds the sample median. Thus, countries with “high’l$evdrade costs—greater than the median—are
coded as one, and the remainder are coded as zero. As Talbe8, sl independent variables except
tariffs have the expected signs, larger absolute value matgs than in the baseline regression, and are

statistically significant at the 1% level.

Although results are not completely uniform across theedéfiit sets of control variables considered
above, their general direction is clear: trade costs aratiedy associated with geographical export di-
versification, but market size and development level ardipely associated with the number of foreign
markets entered. Although correlation with additionaltcols makes it difficult to obtain precise coef-
ficient estimates, distance and Doing Business export eostat least marginally significant at the 10%
level in three of the five robustness regressions, and distensignificant in two out of five. Aggregate
GDRP is significant in all five robustness regressions, whelegapita GDP is significant in two out of five

cases.

3.5 Cross-Country Heterogeneity

An additional dimension in which it is important to check tladustness of the baseline results is the
possibility of heterogeneous effects across countriesamngne this question in two ways. First, | expand
the baseline sample to include all countries, developind) developed, for which data are available
(Table 3, column 7). For almost all estimated coefficiergsults are very close to the baseline in terms
of sign, magnitude, and statistical significance. The oabl exception is the tariff coefficient, which

drops significantly in absolute value and remains stasiyiensignificant.

In column 8 of Table 3, | retain the full country sample andaduce interaction terms between GDP
per capita and export costs, distance, and tariffs. Thetiomus that changes in trade costs might have
different impacts on geographical export diversificatiooading to a country’s level of technology and

economic development. (The comparative statics in the Agipeprovide formal motivation for this

12



approach.)

Estimation results are easiest to interpret for exportscoghe coefficient on the variable in levels is
negative, statistically significant (5%), and consideydhrger in absolute value than in the baseline
model. In addition, the coefficient on the interaction tempositive and 5% significant. A test of the
null hypotheses that the two coefficients sum to zero is tejeat the 5% levelx? = 5.89, prob. =
0.015). Together, these results suggest that geogram@xpaft diversification is particularly sensitive to
reductions in export costs in poorer countries, and thatgbnsitivity declines as country income level
increases (see Figure 2). In Burundi, the poorest counttiydrsample, the elasticity is estimated to be

-0.45, whereas in the high income countries it is very closgeto, and even slightly positive (up to 0.08).

For distance and tariffs, results are more difficult to iptet. In both cases, the coefficient on the variable
in levels is positive, and the interaction term is negatiMewever, neither coefficient is significant for
distance, whereas both are 1% significant for tariffs. ThHehypothesis that the two coefficients sum
to zero is rejected for tariffsy? = 9.32, prob. = 0.002) but not for distance4= 2.16, prob. = 0.142).
At least in the case of tariffs, these results would theeetppear to suggest that higher tariffs might be
associated with greater geographical export diversibicabut that the effect is declining in the exporting
country’s income level (see Figure 2). It is important toeydtowever, that this estimated positive effect
reaches zero at a relatively low level of income, roughly di&senegal, a least developed country. From

that point onwards, the elasticity is negative.

What might be driving this seemingly counter-intuitive ukdor countries at very low income levels?
One contributing factor is the prevalence of non-tariffri&as in many sectors of export interest to coun-
tries at the very lowest income levels, such as agriculfpradiucts. Due to lack of cross-country data, it
is not currently possible to control for the effects of measwsuch as quotas and sanitary or phytosan-
itary standards, which might be expected to have partilyutsvere impacts on the poorest countries.
Since these measures are likely to be correlated withgaaiftl geographical export diversification, their

absence from the regression might bias the tariff coefficien

A second factor is likely to be trade preferences extenddtidoynajor rich country markets, in particular
the increasingly common granting of duty-free access tstldaveloped countries. Although the tariff

data used to construct the variable included in the regmasdake full account of preferential rates, the
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data series is still an average across all potential imporiehere is thus a greater likelihood that results

in relation to tariffs are more influenced by measuremermirer noise than is the case for export costs.

3.6 Cross-Sectoral Heterogeneity

It is plausible that the inclusion of sectoral dummy vargshbtioes not fully take account of the potential
for the determinants of geographical export diversificatm work differently in different sectors. This
would be the case, for instance, if sector characteristiegact with trade costs and other country-level
data. One important example of such an interaction is these@lasticity of substitution. The compar-
ative statics set out in the Appendix clearly suggest traethsticity of geographical export diversifica-
tion with respect to trade costs might vary from sector ta@dgased on differences in substitutability.

Chaney (2008) reaches a similar conclusion.

In column 9 of Table 3, | investigate this possibility didgdby interacting export costs, distance, and
tariffs with estimates of the sectoral elasticity of sutgidn taken from Broda and Weinstein (2006).
For Doing Business export costs, the basic series and tamation term are both 5% significant but
carry opposite signs. This suggests that a fall in exportisduas a larger impact on geographical export
diversification in sectors that are more strongly diffeleed. A similar effect is apparent in the case
of distance, although only the variable in levels is staiddly significant. Interestingly, the position is
reversed in the case of tariffs: only the interaction terstasistically significant (and negative), while the
levels term is positive and statistically insignificantti&dugh there is again evidence that the elasticity of
substitution plays a damping effect in the case of tariffe,donfiguration of signs is unexpected, perhaps
due to the data issues discussed above. It is important & imotvever, that a test of the null hypothesis
that the levels term and the interaction term sum to zergeésted in the case of export cosy&(= 5.88,
prob. = 0.015) and distancg{ = 3.35, prob. = 0.067), but not in the case of tarifi& (= 1.98, prob. =
0.16).

9Broda and Weinstein (2006) work with highly disaggregatathd | take the simple average of the US elasticity of
substitution to aggregate their results to the 2-digit H@lle
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3.7 Endogeneity | ssues

From an identification perspective, it is important to exiduhe impact of reverse or circular causality
in addition to ruling out the influence of external factorsdelal with endogeneity in two ways. First,

| re-estimate the model using instrumental variables tatifiethe causal effects of trade costs on geo-
graphical export diversification. | treat Doing Businespax costs as the only potentially endogenous
variable, since world tariffs and distance should be exogsro changes in a single country’s level of
geographical export diversification. | also re-run the baseaegression using dependent and indepen-
dent variables expressed as ratios with respect to a cargarparator country (the USA). This first
difference formulation eliminates the sector fixed effeatsd therefore avoids any problems that might
result from endogeneity of those fixed effects. | also egtrttze first difference model instrumenting for

export costs.

Results for these additional robustness checks are pessentable 4. Column 1 re-estimates the base-
line model using five year lags of aggregate and per capita, BD&nsure there are no endogeneity
problems with respect to those variables. Results are alichestical to the baseline in all respects, and
indeed are even slightly stronger in terms of statistiaghigicance. Next, columns 2 and 3 present in-
strumental variables estimates using the IV Poisson masaldped by Mullahy (1997), and a standard
two-step GMM estimator. | use Doing Business data on impans$ and the number of official import

documents as instruments for export costs. The intuitidhasa significant component of export costs
is driven by the efficiency of customs procedures and adinatisns, and thus should also be reflected
in corresponding import data. However, there is no reastelieve that import procedures might be en-
dogenous to the number of export markets entered. Similarjyort procedures would not be expected

to independently impact the number of export markets edtere

Results in columns 2 and 3 are strongly supportive of the thgses advanced above. With the exception
of tariffs in the IV Poisson estimates and GDP per capita i legtimates (statistically insignificant), all
coefficients have the expected signs and magnitudes, arat brast 10% significant. Interestingly, all
elasticities are noticeably larger in absolute value timathé baseline specification. Most importantly,
export costs and distance both have an elasticity of -0.6arl\¥ Poisson specification, compared with

elasticities of -0.2 and -0.3 respectively in the baselireleh. Taking account of potential endogeneity
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of export costs can be seen to strengthen the baselinesesult

As can be seen from Table 4, results are very similar from Yh@€disson and GMM specifications.
Although these are count data, it is therefore appropr@tely on the results of diagnostic tests based
on the GMM results. Column 3 shows that endogeneity is indeserious issue for export costs, with
the null of exogeneity rejected at the 1% level. In terms @& #ppropriateness of import times and
documents as instruments for export costs, the first stagdtsen column 4 show the instruments to be
strongly correlated with the regressors of interest: ths $itage F-test (12.72) rejects the null hypothesis
that the coefficients on the two excluded instruments ardgljoequal to zero at the 1% level. There is
thus little concern that the instruments in this case ar&kwkkreover, the Hansen J-test fails to reject
the null that the overidentifying restriction is valid. Tether, these results strongly support the relevance,
exogeneity, and excludability of the instrumental vargshlnd provide a sound basis for concluding that

trade costs have a causal impact on geographical exporsdigation.

To deal with the potential endogeneity of the sector fixedaf, | re-estimate the baseline model express-
ing all variables in terms of ratios with respect to a commomparator country (the USA). Column 5
of Table 4 presents results for the simple first differenadjzation, columns 6-7 present instrumental
variables results using Poisson and GMM, and column 8 ptedba first-stage instrumental variable
regression. In all but one case, estimated coefficients thevexpected signs, magnitudes that are com-
parable to the baseline and fixed effects IV specificatiomd aae statistically significant at the 5% level.
First difference results, with and without IV estimationys also tend to reinforce the evidence already
presented in support of the hypotheses of this paper. Thepéra to that rule is the tariff variable. In
the simple first difference specification, it is positive atakistically significant. However, the coefficient
loses statistical significance in the instrumental vagalsipecifications. The reason for these unexpected
results would appear to be that the tariffs faced by the USAvary closely correlated (0.82) with those
faced by other countries. One reason for this is that mtetiéd tariff reductions through the GATT/WTO
system have brought about a generalized fall in tariffs tiveg, with results generally made available to
all trading partners via the most favored nation clause. Aesalt of this effect, it is difficult to extract

any meaningful information from the ratio of the tariff ratiaced by the exporting country and the USA.
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4 Conclusions

This paper has provided some of the first evidence on therfadiiving the geographical spread of
developing country trade. In the preferred econometricifipation estimated using a Poisson IV model,

| find that 10% reductions in export costs and transport ddstance) are associated with approximately
6% increases in the number of export markets served. A 10Uctied in foreign tariffs is associated
with a 5% increase in geographical export diversificatian, this effect is only statistically significant
at the 20% level. Finally, the data also suggest that expstischave stronger effects on geographical
export diversification in poorer countries, and that exjpogts and transport costs have stronger effects
in sectors that are relatively more differentiated. Sinffeintiation is usually associated with increased

manufacturing value added, these results are of partiotkest from a development point of view.

There are a number of ways in which future research coulchdxiiee results presented here. First, as
additional data become available from the Doing Businesgept, it will become possible to extend
the empirical analysis to a panel data framework, and thuake better account of the dynamics of
geographical diversification. Second, it will be importémtpay attention as well to the lessons that
can be learned from firm level data that track the entry ofviddial exporters into overseas markets.
Existing evidence (Eaton et al., 2005; Lawless and Whela@8is patchy on the market entry ordering
postulated here, and it would be interesting to investigdtiernative mechanisms at the micro-level,
and to then implement them in a fully specified theoreticatiglo Finally, future work could usefully
address the welfare economics of geographical export sifieation, to complement the instrument-
based approach taken here. In policy terms, it will be inmgdrto accurately identify the full range of

costs and benefits associated with diversification.
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Appendix: Compar ative Statics of the Helpman et al. (2008) M odel

Under the assumptions set out in the main text, Helpman €@08) show that their model’s equilibrium
can be described by the following relations (see their equat4, 5, and 7):

1-e 1-¢
K _Yi<1—a><mcj> i —Yi<1—a>(n,-c,-> {P'+(—a> NjVij ()
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G(a) = (12)
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The first condition is the zero profit marginal cost cutoff fiee country paiKi, j}. The second and third
equations define a CES price index for each country, and tivéhfcs a truncated Pareto distribution with
support[a.,aq| from which marginal costs are drawn. The only endogenoushias are the marginal
cost cutoff and the price index, and it is possible to usedleggiations to solve for them in terms of
model parameters.

To generate the hypotheses tested in this paper, it is guffith focus on the marginal cost cutoff condi-

tion. Together, the comparative statics below suggestgagraphical export diversification should be

positively associated with the size and sophisticatiomefltome market, but negatively associated with
fixed and variable trade costs.

Variable Trade Costs

Taking the derivative of the export cutoff with respect toigble trade costs gives:
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where the final inequality follows from the fact that the cwasits placed on the model parameters ensure
e>landO<a=1- % < 1. To derive the sign o% | substitute the Pareto CDF into the expression

for Vjj to get:
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and so by the fundamental theorem of calcuﬁ:gé

Fixed Trade Costs

The derivative of the export cutoff with respect to fixed gasts is:
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where the sign of the derivative again follows from the medaeinstraints on the elasticity of substitution,
and the fact thafg!L > 0.

<0 (17)

Home M ar ket Technology

Next, take the derivative of the export cutoff condition lwiespect taj, an inverse measure of home
country technology:
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where the final inequality follows from the same consideraias above. Sinagis an inverse measure
of exporting country technology, the negative sign on thevedéve indicates that geographical export
diversification should be positively associated with theel®f technology.
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Home Market Size

The expression used thus far for the export cutoff does rbige the home market's GDR. To see
the role of that factor, first note that exports frgto ican be expressed as follows (Helpman et al., 2008,
equation 6):
CjTij 1-e
Mi={3op ) YiNM (20)

Summing over all destinations, including the home marked, isnposing equality between income and
expenditure gives:
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which can be rearranged and solvedYor
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Substituting this expression into the export cutoff andceding terms gives:
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| can now take the derivative with respectfio(ignoring indirect effects) and rearrange:
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The denominator of this expression is clearly negativeetham the parameter constraints discussed
above. However, the sign of the numerator is ambiguous. grecf the derivative will be positive
o\ 1-¢
provided thaty’ > <TF+J’) Vjj. To demonstrate that this condition will usually hold, | memge the
expression, satjj = 1, and substitute the price index to show that the conditioaunts to:
a NV N;Vi;
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All summation terms in the denominator are positive, so simgraver large] and largeN; should result
in a denominator that is significantly larger than the nuneerghereby ensuring that the condition holds,
and the derivative is positively signed.

S>> (26)
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Tablesand Figures

Figure 1: Non-parametric regression results.
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1. Results obtained using the multivariate Lowess smoothiéxatiables are in logarithms.

2. The dependent variable is the number of export markets eshtaggregated across all sectors. The inde-
pendent variables are Doing Business export costs, aveliagace to the world, world tariffs, exporting
country GDP, and exporting country GDP per capita.

3. Estimation is based on the full sample, i.e. all countrigsafoich data are available.
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Table 1: Data and sources.

Variable Definition Year Source
Colonization Dummy variables equal to unity for countriedonized by Britain, France, Spain, NA CEPII
Portugal, and Russia, else zero.
Destinations Count of the number of countries to which thmoeting country has strictly 2005 MAcMap
positive export flows, by HS 2-digit sector.
Distance Average of the great circle distances between #ie dities of the exporting NA CEPII
country and all other countries.
Export Cost Official fees levied on a 20 foot container leguime exporting country, including 2006 Doing Business
document preparation, customs clearance, technicalaiptegrminal handling
charges, and inland transit.
GDP Gross domestic product, current USD. 2000, 2005 WDI
GDPPC GDP per capita, current USD. 2000, 2005 WDI
Governance Government effectiveness indicator, res¢aledn = 1. 2005 WGI
Import Documents  Official documents required to import a@t tontainer, including bank 2006 Doing Business

Import Time
Industry %
Internal Distance
Landlocked
Language

Sigma
Tariffs

documents, customs declaration and clearance documentsilipg documents,
and import licenses.

Time taken to complete all official proceduresifoporting a 20 foot container.
Industry value added, % GDP.

Internal distance of the exporting count3 VER.

Dummy variable equal to unity for landlocked riies, else zero.

Dummy variables equal to unity for countries witiglish, French, Spanish,
Portuguese, or Russian as an official language, else zero.

Elasticity of substitution for the USA, simple averdly HS 2-digit sector.
Average applied ad valorem tariff in the rest of therld, by HS-2 sector.
Aggregated by reference groups (Laborde et al., 2007).

2006
2005
NA

NA
NA

1990-2001

2005

Doing Business
WDI
CEPII

CEPII
CEPII

Broda and Weinstein (2006)
MAcMap




Table 2: Descriptive statistics.

Variable Obs Mean Std. Dev.  Min. Max. p (destinations)
Col. ESP 20064 0.11 0.32 0 1 0.03
Col. FRA 20064 0.17 0.37 0 1 -0.21
Col. GBR 20064 0.34 0.48 0 1 -0.14
Col. PRT 20064 0.03 0.18 0 1 -0.08
Col. RUS 20064 0.07 0.26 0 1 -0.09
Destinations 20064 30.28 36.66 0 142 NA
Distance 19584 8309.39 1798.87  6401.68 13342.11 -0.08
Export Cost 15936 1192.71  754.65 265 4300 -0.29
GDP 17280 1.99E+11 9.35E+11 4.83E+07 1.10E+13 0.39
GDPPC 14688 8895.74  9379.04  584.22 37436.53 0.6
Governance 18528 3.15 1.02 1 5.38 0.55
Import Documents 16224 10.38 4 2 19 -0.31
Import Time 16224 35.88 25.46 3 139 -0.37
Industry % 15456 30.1 13.26 7.09 94.21 0.1
Internal Distance 19776 197.22 233.64 1 1554.24  0.31
Landlocked 19776 0.17 0.38 0 1 -0.21
Lang. ESP 20064 0.12 0.32 0 1 -0.02
Lang. FRA 20064 0.18 0.39 0 1 -0.16
Lang. GBR 20064 0.33 0.47 0 1 -0.14
Lang. PRT 20064 0.04 0.19 0 1 -0.05
Lang. RUS 20064 0.01 0.12 0 1 0.01
Tariffs 20064 0.14 0.15 0.03 12.81 -0.01
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Table 3: Baseline estimates and robustness checks.

Base + Base + Base + Base + Base + All Base + Base +
Base Controls Controls  Controls Controls Controls Coanstri GDPPC Sigma
Export Cost -0.151*  -0.102* -0.058 -0.113 -0.077 -1.368* -0.138**  -1.267**  -0.176**
[0.069] [0.062] [0.070] [0.070] [0.067] [0.002] [0.057] Jer8] [0.072]
Distance -0.329*  -0.286 -0.017 -0.119 -0.311* -0.733*** .388*  2.808 -0.358*
[0.179] [0.186] [0.245] [0.283] [0.182] [0.001] [0.172] as7] [0.196]
Tariffs -0.279 -0.209 -0.331 -0.251 -0.326 0.959*** -0.079 1.735** 1212
[0.318] [0.271] [0.339] [0.299] [0.322] [0.002] [0.226] JB53] [0.844]
GDP 0.353***  (0.369*** 0.362***  0.356*** 0.446*** 0.419*** 0.296***  0.297***  (.353***
[0.019] [0.018] [0.020] [0.020] [0.036] [0.002] [0.022] J019] [0.019]
GDPPC 0.142** 0.012 0.176***  0.157*** 0.051 -0.282 0.098* 2.286 0.143***
[0.046] [0.056] [0.044] [0.047] [0.058] [0.230] [0.038] a57] [0.046]
Exp.*GDPPC 0.128**
[0.059]
Dist.*GDPPC -0.339
[0.207]
Tar.*GDPPC -0.238***
[0.070]
Exp.*Sigma 0.002**
[0.001]
Dist.*Sigma 0.002
[0.004]
Tar.*Sigma -0.084*
[0.049]
Obs. 11808 11424 11808 11808 11808 11808 14496 14496 11808
Countries 123 119 123 123 123 123 151 151 123
Additional Industry %  Language Colonization Internal DistCtry. Fixed
Controls Governance Dummies Dummies Landlocked  Effects

1. The dependent variable in all casesléstinations (in levels). All independent variables exceggma are in logarithms. In column 6, all independent

variables except tariffs are replaced with dummy variabbpsal to unity if a country is above the sample median for $kaks, else zero.

2. Columns 1-6 and 9 estimate using data for developing casonly, i.e. all countries except those in the World Banlgghncome group. The

estimation sample in columns 7 and 8 consists of all cousntrie

3. All models are estimated by Poisson, and include fixed effegtHS 2-digit sector. Robust standard errors adjustedidistaring by country are in

square brackets under the coefficient estimates. Statistgnificance is indicated using * (10%), ** (5%), and ***44).
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Table 4: 1V and first-difference estimates.

Base + v \V Stage First First Diff. + First Diff. + Stage
Lags Poisson GMM One Differences IV Poisson IV GMM One
Export Cost  -0.172*** -0.564** -0.869*** -0.173**  -0.54F -0.860***
[0.066] [0.283] [0.315] [0.067] [0.250] [0.300]
Distance -0.470**  -0.611** -0.758**  -0.469**  -0.449* -@B51*** -0.719** -0.470**
[0.191] [0.252] [0.322] [0.227] [0.193] [0.251] [0.311] 2r6]
Tariffs -0.206 -0.453 -0.690**  -0.436*** 0.306*** 0.096 -06 -0.242**
[0.288] [0.336] [0.351] [0.161] [0.107] [0.192] [0.183] J096]
GDP 0.376**  0.442*** 0.409*** -0.075*** (.382*** 0.391*** 0.388*** -0.075***
[0.018] [0.032] [0.028] [0.024] [0.018] [0.028] [0.028] Jor4]
GDPPC 0.051 0.048 0.028 0.067 0.045 0.045 0.026 0.067
[0.035] [0.053] [0.055] [0.055] [0.035] [0.046] [0.053] Ji65]
Import Time 0.566*** 0.567***
[0.121] [0.121]
Import Docs. -0.332* -0.332**
[0.156] [0.155]
Obs. 12576 12576 11731 11731 12576 12576 11731 11731
Countries 131 131 131 131 131 131 131 131
R? 0.62 0.26 0.43 0.26
Instr. F 11.31%** 11.47%**
Exog. 7.466%** 8.274***
Hansen J 0.009 0.013

logarithms.

. Dependent variable for the Poisson regressiomessnations and for the GMM regressions it Is (destinations). All independent variables are in

. All models are estimated using data for developing counigy, i.e. all countries except those in the World Bankhhincome group.
. Models in Columns 1-4 include fixed effects by HS 2-digit secModels in Columns 5-8 are in terms of ratios relative ® tH5A.

. Robust standard errors adjusted for clustering by counrjirasquare brackets under the coefficient estimates. &tardrors for the IV Poisson

models are estimated by bootstrapping (200 replicatiddisitistical significance is indicated using * (10%), ** (5%&nd *** (1%).

. Instrument F tests the null hypothesis that the coefficientthe excluded instruments are jointly equal to zero in tisédtage regression. Exogeneity

tests the null hypothesis that export costs are exogendhs tmumber of markets entered. Hansen’s J tests the joiltiypdthesis that the instruments

are uncorrelated with the main regression error term, aaiklley are correctly excluded from the main regression.



Referees Appendix: Additional Empirical Results

(Not For Publication)

Columns 1-3 show results obtained by re-estimating thelibesamodel eliminating all trade flows lower
than $100,000, $1m, and then $10m. In other words, | eliraisatall trade flows from the original
database, re-calculadestinations, then re-estimate the model. As can be seen from the tabtenating
small trade flows—which could contain substantial amouhtatistical noise—generally reinforces the
results presented in the main text. Export costs and tduéfée larger elasticities (in absolute value), and
in Column 1 both are statistically significant. Distancesstatistical significance, however.

Column 4 presents results from a negative binomial modehastd at the HS 2-digit sector level. Com-
pared with Poisson, the negative binomial allows the inddpat variable to have dispersion in excess of
its mean. The pattern of signs is the same as in the main texiagnitudes are similar. However, only
aggregate and per capita GDP are statistically significiatiteal0% level. Export costs are significant
at the 30% level only (prob. = 0.299), while distance andftadre marginal at the 20% level (prob. =
0.204 and 0.212 respectively).

The remaining columns re-estimate the model using aggeadsta, i.e. one observation per country.
The reason for doing this is to address a possible concetithbaombination of sector- and country-
varying data in the main text's models might lead to undulpbestimated standard errors. All countries,
developing and developed, are included in the estimatiorpadue to its very small size. Column 2
is the baseline, column 3 is a negative binomial, and coluffisare IV estimates using Poisson and
two-step GMM.

GDRP is consistently statistically significant at the 1% leaad distance is significant in most specifica-
tions at the 10% level. Again, the pattern of signs and magde# otherwise follows the results presented
in the paper, but the export costs coefficient lacks staesiksignificance. There are two likely reasons for
this. One is the greatly reduced sample size brought aboaggsegation. The second is the likely bias
involved in aggregating across disparate sectors, inquéati when (as shown in the main text) cross-
sectoral heterogeneity is an important issue. Becausesafithortance of cross-sectoral heterogeneity,
and the fact that tariffs vary at the sector level, resukspresented using HS 2-digit sectors in the main
text of the paper.

A final issue in relation to the IV estimates is instrumentdig. Although the first-stage F-test is lower
than that obtained using disaggregated data, it still gtyorejects the null that the coefficients on the
excluded instruments are jointly equal to zero (1%). Theddanl-test rejects the joint null hypothesis
that the instruments are uncorrelated with the main regnessrors and that they are correctly excluded
at the 10% level. However, the test statistic is only madiyrsagnificant (prob. = 0.0993). Interestingly,
the exogeneity test using aggregate data fails to rejectttesuggesting that export costs may not suffer
too strongly from endogeneity in this case. In general gfoge, the aggregate results support the sectoral
results presented in the main text, subject to the loss @igom discussed above.
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Table 5: Additional robustness checks.

Poisson Poisson Poisson Neg. Bin. Poisson Neg. Bin. IV BoisdV GMM
>$100K >$1m >$10m Base Aggregate Aggregate Aggregate Agtge Stage One
Export Cost  -0.221*** -0.234*** -0.204* -0.089 -0.025 -Q1@ -0.053 -0.042
[0.085] [0.090] [0.120] [0.085] [0.023] [0.025] [0.144] Ji92]
Distance -0.31 -0.17 0.24 -0.229 -0.104* -0.108* -0.144 163* 0.408***
[0.249] [0.311] [0.422] [0.181] [0.063] [0.065] [0.113] J098] [0.102]
Tariffs -1.342** -1.64 -0.63 -0.319 0.185 0.256 -0.047 41 -0.201
[0.682] [0.997] [1.517] [0.255] [0.930] [0.889] [2.098] JA91] [0.140]
GDP 0.501***  0.596***  0.721*** 0.429** 0.094***  0.100%** 0.102**  0.108***  -0.479*
[0.026] [0.028] [0.034] [0.023] [0.008] [0.009] [0.013] J010] [0.209]
GDPPC 0.205**  0.246***  (0.244*** (0.150*** 0.004 0.004 -0.02 -0.010 -7.828**
[0.066] [0.076] [0.087] [0.046] [0.013] [0.014] [0.024] Jar2] [3.292]
Import Time -0.058***
[0.021]
Import Docs. 0.007
[0.060]
Obs. 11808 11808 11808 11808 151 151 151 151 151
R? 0.330
Instr. F 9.37***
Exog. 0.148
Hansen J 2.716*

. Dependent variable for the Poisson and Negative Binomigtlessions iglestinations and for the GMM regression it in(destinations). All
independent variables are in logarithms.

. Models in columns 1-4 are estimated using data for deveippiuntries only, i.e. all countries except those in the Wa@nk’s high income group.
The estimation sample in columns 5-9 consists of all coastior which data are available.

. The models in Columns 1-4 include fixed effects by HS 2-digdtsr. The other models use aggregate (country-level) data

. Robust standard errors (adjusted for clustering by count@§olumns 1-4) are in square brackets under the coefficiimhates. Standard errors for
the IV Poisson model are estimated by bootstrapping (20 atjons). Statistical significance is indicated usind®%o), ** (5%), and *** (1%).

. Instrument F tests the null hypothesis that the coefficientthe excluded instruments are jointly equal to zero in tise€dtage regression. Exogeneity
tests the null hypothesis that export costs are exogendhs tmumber of markets entered. Hansen’s J tests the joiltiypdthesis that the instruments
are uncorrelated with the main regression error term, aakctiiey are correctly excluded from the main regression.



